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guage distance or confusability can significantly affect the results (section-7), we divided
the language-encodings in four categories based on the distances among languages: (a)
unrelated, (b) less related, (c) related and (d) mixed. Our evaluation is on these cate-
gories (Table 2). We experimented with and without using UNGs, but there was not
much difference, which shows that either UNGs have no effect on the precision, or a
more effective way of using them has to be found.

Since it is very difficult to get test data (for evaluation) under the high diversity as-
sumption where not only the language-encodings of the document, but the language-
encodings of each word or segment are known, we generated such data from mono-
lingual documents by mixing words from documents in different language-encodings
randomly, but in definite proportions and preserving the sequential order. The two pro-
portions we used for evaluation were 50%-50% and 80%-20%. The final precision was
averaged over documents containing language-encodings in these proportions. The max-
imum document size was kept at 1000 words. Since the proportion affects precision
(though not uniformly), we also report the results for two different proportions. In cases
where one language is in much less proportion than the other (80%-20%), the perfor-
mance was lower in most cases.

For language enumeration, we performed evaluation for the cases when both the language
encodings are correctly identified and also when two out of three are correctly identi-
fied. The results are presented in Table 3. In all, we tested on 8498 documents, out
of which two out of three were correctly identified in 8175 (96.20%) documents. Both
were identified correctly in 7388 documents (86.94%). The separate results for the two
proportions (50%-50% and 80%-20%) are shown in Table 3.
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Figure 3. Precision vs. Language—Encoding Distance

For word identification, we have calculated the precision for type as well as token. We
considered two cases here, one when the languages in the document are known in ad-
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10. Conclusion

enumeration and (c) segment identification. A method

perfor:ed a fairly extensive evaluation on bilingual documents, Enumeration precision

i\;as c culated for the case where two out of three language—encodings were correct]
entified (96.20%) and also for the case when both were correctly idetified (86.94%)Y

2:;183{(1).173). The r-esults are promising, but have scope for improvement. We also dis-
anguage distance in the context of electronic documents and showed that it has




